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Abstract 

This paper introduces the rationale behind the establishment of the Centre of Excellence in 

Development, Impact and Learning (CEDIL) and the challenges it will address. CEDIL was 

established with funding from the UK Government through the Department for International 

Development (DFID), with the aim of developing and supporting new methods and approaches in 

the evaluation of international development interventions in neglected geographic, and thematic 

areas. CEDIL has concluded its inception phase, which explored new evaluation methods and 

approaches with a series of papers, workshops, and consultations. This paper sets out CEDIL’s 

research agenda for the next three years. CEDIL will promote studies in three key areas: 1) 

unpacking complex interventions with mixed methods approaches, and exploration of mechanisms, 

2) generalising evidence through the formulation of mid-level theories of neglected interventions, 

and 3) promoting evidence use through stakeholder engagement and demonstrating what works 

within such communication. 
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1 Introduction  

Since the early 2000s, there has been rapid growth in impact evaluations; defined as studies which 

assess the differences an intervention makes compared to a no intervention counterfactual.1 The 

3ie database shows that the number of impact evaluations of development interventions grew 

from around 50 per year in the early 2000s, to over 500 by 2012 (Sabet et al., 2018). There are now 

nearly 5,000 impact evaluations in the 3ie database.  

Despite this growth, there remain gaps in our knowledge surrounding effective interventions. There 

are four such gaps needing to be addressed: 

 Thematic and geographic evidence gaps: themes, sectors, or regions/countries for which 

commonly used methods may be applied, but for which there are few extant studies. Examples 

include, climate change, conflict, and humanitarian settings, governance, and infrastructure.  

 Methods gaps for primary studies: evaluation questions, for which there is no consensus in the 

international development research community, as to the best available approach to answering 

the question, partly as some methods such as process tracing, qualitative comparative analysis 

(QCA), integrative mixed method analysis, and predictive analysis, to give more timely 

information, have been insufficiently tested. Therefore, there are no guidelines, or commonly 

used texts for these methods. Method gaps are defined by the context of the question being 

one in which existing methods cannot be applied. Examples of context are, rapid onset 

emergencies (no baseline and possible need to use real time monitoring information for 

evaluation purposes), capacity development to a single agency (a small n evaluation question) 

and complex interventions, which may evolve over time with emergent outcomes.  

 Evidence synthesis gaps: selecting the most appropriate methods for evidence synthesis. There 

is a tension between the rigour of the synthesis and the time frame and resources available. 

There are also synthesis approaches under-used in international development, e.g. structural 

equation modelling approaches to meta-analysis, as well as a need to strengthen qualitative 

synthesis, and mixed methods synthesis, to draw on a broader range of evidence.  

 Evidence translation gaps: producing rigorous evidence is not sufficient to ensure its use, nor 

are the passive dissemination strategies of the past. CEDIL will develop models of stakeholder 

engagement to increase the relevance, interpretation, and application of study findings for 

policy and practice. Policy uptake is also a function of evaluation design and timelines.  

CEDIL was established by DFID to address these gaps and to promote evaluations of use to 

assessing and informing DFID policies and programmes. This paper first elaborates on the above-

mentioned gaps, then provides an overview of the planned programmes of work to address the 

gaps.  

                                                 
1 Most impact evaluation methods have an explicit counterfactual usually with outcomes measured by a control group, though there are 

exceptions (see White, 2009, for further discussion).  
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2 Evidence gaps: CEDIL motivation and priorities 

The motivation for establishing CEDIL is the mismatch between the evidence produced by impact 

evaluations of development interventions today, and the needs of policy makers and practitioners 

in international development. The mismatch is geographic, thematic, and programmatic. Evidence 

is lacking for the geographic regions, thematic areas, and project types in which aid agencies are 

investing most of their resources. 

As mentioned above, the last 25 years have witnessed a tremendous increase of impact evaluations 

in international development. But these impact evaluations are not equally distributed across 

geographic regions. Nearly half (45%) of all evaluations came from 10 mostly middle-income 

countries (in order from top to bottom): India, China, Mexico, Kenya, South Africa, Bangladesh, 

Brazil, Uganda, Pakistan, and Peru. Looking at a higher-level of aggregation, impact evaluations 

were evenly distributed between the Sub-Saharan Africa region, Latin America, and South Asia, with 

very few evaluation studies conducted in the Middle East and North Africa region. 

The geographic distribution of DFID development assistance is rather different from the 

geographic distribution of impact evaluations (see Figure 1). DFID has identified 32 priority 

countries for bilateral assistance. The selection of the countries is based on several factors: i. 

extreme poverty – which affects a large share of the population; ii. countries’ inability to finance 

poverty reduction; and, iii. specific risks, such as national security priority, the degree of aid to 

needs ratio, and the ability to deliver programmes. In 2016, over 50% of total UK development 

assistance went to just 10 countries: Pakistan, Syria, Ethiopia, Nigeria, Afghanistan, Tanzania, 

Jordan, South Sudan, Sierra Leone, and Somalia. All of these countries are either themselves fragile 

countries, or neighbour fragile countries. Indeed, DFID has pledged to spend at least 50% of its 

bilateral budget in fragile states, with the ambition of expanding work in the Middle East, the Sahel 

and across the Africa ‘Arc of Instability’ (including Nigeria, the Chad basin, Mali, Niger, Chad, Sudan 

and Somalia). Illustrating the geographic gap, only Pakistan is in both the list of the top 10 

countries with impact evaluations, and the top 10 recipients of UK development assistance. 

Figure 1: Geographic distribution of impact evaluations and UK development assistance 

 
Source: Sabet and Brown (2018) (left), and https://www.gov.uk/guidance/where-we-work (right). 

  

https://www.gov.uk/guidance/where-we-work
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The second mismatch is thematic. Nearly half (47%) of all evaluations reviewed by Sabet and Brown 

were published in health journals. Most evaluations (65%) were conducted in just three thematic 

areas: health nutrition and population, education, and social protection. Neglected areas, with 

fewer than 5% of total evaluations, include (in order from least to most neglected): private sector 

development, water and sanitation, environment and disaster preparedness, ICT, economic policy, 

urban development, energy, and transportation.  

The UK belongs to the small number of countries that meet the commitment of spending 0.7% of 

their national income in development assistance.2 Since 2015, the goals of DFID’s development 

assistance have broadened to include: tackling extreme poverty and helping the most vulnerable, 

promoting global prosperity, strengthening global peace, security and governance; and 

strengthening resilience and response to crises.3 Development funding has shifted accordingly, 

notably in favour of humanitarian assistance, which is now the sector with the largest share of aid 

spending. The other leading thematic areas, in addition to humanitarian assistance, are health and 

sanitation, government and civil society, education, and economic infrastructure. An important shift 

towards interventions promoting improvements in the business environment has also occurred.  

The mismatch between evidence from impact evaluations and the practice of development is not 

limited to thematic and geographic areas of intervention. It is also believed that most impact 

evaluations today are assessing relatively ‘simple’ interventions, consisting of simple programme 

theories, fewer stakeholders, clear goals, and operating in uncomplicated environments. Impact 

evaluations will typically assess just one component of an intervention, ignoring, for example, its 

capacity building and institutional development objectives and components. However, most 

development programmes operate in uncertain and complex environments, and consist of 

packages of different initiatives promoted by different stakeholders; often without a clear definition 

of goals or the means to achieving them. This mismatch points to the second gap to be addressed 

by CEDIL; the methods gap. 

A key assumption behind the establishment of CEDIL is that the absence of impact evaluations in 

difficult geographic, thematic, and programmatic contexts is not the result of a lack of interest on 

the part of researchers and funders. Rather, it is the consequence of the lack of appropriate 

approaches and methodologies to conduct ‘difficult’ impact evaluations. Standard impact 

evaluation techniques, such as randomised control trials and quasi-experimental designs may not 

easily be applied to complex interventions, and so are unable to answer all relevant policy 

questions. There is a need for researchers to devise and employ new methods and approaches, 

which are fit for purpose and suited to difficult evaluation environments.  

Other considerations also constrain the perceived usefulness of impact evaluations, such as 

questionable external validity and consequent lack of transferability of study findings to other 

settings, too great a focus on what to do and not how to do it (also phrased as what works not 

how it works), and untimely information with studies only yielding findings for action after key 

decision points have passed. 

A similar set of challenges faces evidence synthesis. Whilst methods are well established to 

synthesise effect sizes from ‘large n’ quantitative impact evaluations, there is less experience in how 

to synthesise impact estimates from other approaches such as QCA and structural modelling. 

                                                 
2 This and the following paragraph are largely based on Baker et al. (2018) 
3 https://www.gov.uk/government/organisations/department-for-international-development/about 

https://www.gov.uk/government/organisations/department-for-international-development/about
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Similarly, traditional reviews take longer than a commissioner would like; either because of their 

approach or lack of primary studies. This means that they are unable to report on, to the desired 

extent, design and implementation issues, or how variations in context may condition impact. 
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3 Challenges which CEDIL will address 

CEDIL will address three fundamental evaluation challenges:  

1. The evaluation of complex interventions: development interventions are mostly complex, being 

composed of interacting parts linked in various ways. This is often ignored, and such 

interventions are usually evaluated one component at a time or in a black-box fashion, thus 

ignoring the interactions between components. 

2. The transferability of evaluation results: methods to extrapolate the results of evaluations from 

one context to another are currently underdeveloped. There is great uncertainty with regards 

to the extent the result of a study can be applied or can be adapted to a different context. 

3. The policy impact of evaluations: though the goal of evaluation is informing policy, relatively 

little is known about the use of evaluation results and how these can be promoted in 

policymaking. 

The first two challenges – complexity of the interventions and transferability of the results – are 

related. It can be argued that the higher the complexity of the intervention, the lower the 

transferability of the evaluation’s results. The workings of complex interventions are very sensitive 

to variations in implementation and to the characteristics of the context, consequently the 

evaluation’s external validity of these interventions is very limited. However, solutions to these 

challenges do not need to be the same. For example, a ‘package’ of interventions could be 

successfully evaluated without producing results that are universally valid. Therefore, in our 

programmes of work we will support studies that are addressing the two challenges separately, 

though we are aware that in some cases addressing complexity may contribute to our 

understanding of the transferability of the results, and vice-versa. 

This work will take place within the context of CEDIL’s list of priority thematic areas, geographic 

areas, and programme types, which have been identified by DFID in Table 1 below. In its inception 

phase CEDIL explored the most pressing questions and potential answers related to these difficult 

contexts, which will be discussed in the next section. 
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Table 1: DFID thematic, geographic and project priorities 

Thematic areas Geographic areas Project types 

Economic development, inclusive 

growth, trade, investment, 

infrastructure and building markets, 

governance, conflict, extremism, 

security and stability, justice, anti-

corruption including illicit financial 

flows, humanitarian assistance, 

migration and modern slavery, 

climate change and sustainable 

resource management, accelerating 

use of family planning, education, 

disability and gender, nutrition, 

southern innovation and use of 

technology 

Afghanistan, Bangladesh, 

Burma, Chad, DRC, Ethiopia, 

Iraq, Jordan, Kenya, 

Lebanon, Malawi, Mali, 

Mozambique, Nepal, Niger, 

Nigeria, OTP, Pakistan, 

Rwanda, Sierra Leone, 

Somalia, South Sudan, 

Sudan, Syria, Tanzania, 

Uganda, Yemen, Zimbabwe 

Complex interventions, 

packages of interventions, 

programme delivery 

instruments 
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4 Unpacking complex interventions 

In this section we will discuss: 1) What complex interventions are; 2) Why evaluating complex 

interventions is important; and, 3) How to evaluate complex interventions. 

What are complex interventions? 

Complex interventions are commonly understood as interventions consisting of many interacting 

components (Craig et al., 2006). This definition is very broad and needs to be qualified. Firstly, we 

introduce a distinction between the complexity of interventions and the complexity of the system. 

CEDIL is concerned with the former but not necessarily with the latter. CEDIL has the goal of 

evaluating complex interventions, rather than evaluating interventions implemented in complex 

systems. Some researchers argue that since economic, social, and political systems are complex, 

their behaviour is uncertain and unpredictable. It is believed that in these systems causes of effects 

are not just unknown, but cannot be known (CECAN, 2018, Ramalingam et al., 2008). According to 

this view, standard evaluation methods addressing causality, such as, randomised control trials, are 

of little use. The Centre for the Evaluation of Complexity Across the Nexus (CECAN) proposes to 

develop and promote policy evaluations, which are ‘complexity-appropriate’, employing methods 

such as agent-based-modelling, qualitative comparative analysis (QCA), system mapping, and 

Bayesian updating (CECAN, 2018). 

In a similar vein, the proponents of the Doing Development Differently movement (ODI, 2016) and 

others coming from an adaptive management tradition (Wild et al., 2017) have argued that the 

complexity of social environments is such that results of impact evaluation can rarely, if ever, be 

generalised. Since the characteristics of contexts and of project implementation vary enormously, 

standard evaluation methods identifying impacts in a particular context are of little guidance 

toward policy. This has led some authors to suggest that interventions in complex environments 

should not be evaluated with traditional methods (Pritchett et al., 2013) and have proposed 

replacing mainstream impact evaluation with structural experiential learning, whereby managers 

adapt interventions to the complexity of the environment through a process of learning-by-doing.  

We do not dispute the observation that social systems are complex, and there is much to 

commend in the concept of using and promoting a plurality of non-traditional methods when 

evaluating interventions in complex environments. However, CEDIL’s primary interest is evaluating 

complex interventions, whether they are implemented in complex systems or not. Some examples 

below will provide an illustration of what CEDIL means by complex systems and complex 

interventions. 

There is no single accepted definition of a complex system, but some characteristics and patterns 

are typically associated with this notion (Durlauf, 2005): path dependence (when specific events and 

shocks affect the long-run condition of the system), phase transition (when systems undergo a 

radical qualitative change for a small change in conditions), and emergent properties (when 

particular outcomes occur at some higher level of aggregation, for example economies of scale and 

coordination games). Similarly, CECAN mentions the following characteristics as typical 

components of complex systems (CECAN, 2018): ‘adaptation to changes, feed-back loops, multiple 

scales, thresholds of change, past states influencing possible future states, being highly dynamic, 

and being an open system, impossible to bound.’ The emergent characteristics of these systems 

make their behaviour difficult to predict.  
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As in the case of complex systems, there is no single accepted definition of complex interventions. 

For example, Funnel and Rogers (2011) distinguish ‘simple’, ‘complicated’ and ‘complex’ 

interventions, where complicated interventions are characterised by multiple objectives and levels 

of implementation, whilst complex interventions display emergent properties. The new MRC 

guidelines on developing and evaluating complex interventions (2019) also state that complexity is 

not just a characteristic of the intervention, but also of the system in which it is implemented. 

CEDIL’s definition of complex interventions is broad, and includes all interventions consisting of 

multiple components and implemented as ‘packages’, whether they display emergent properties or 

not. Some interventions are characterised by long and complex causal chains. Small variations in 

the elements of the intervention change the final outcomes, but without displaying emergent 

properties. For example, growth-monitoring nutrition interventions are notoriously complicated in 

this sense. The improvement in the nutritional status of a child is the result of a series of carefully 

timed and sequentially connected activities, each being dependent on several behavioural 

responses. Small changes in the result chain of the project alter intermediated and final impacts. 

Other interventions are complex, in that they produce emergent outcomes, and in this way, the 

interactions between the project components produce effects that are different from the sum of 

the effects of each component when implemented separately. These interventions include several 

components, with the opinion that the solution of the overarching problem requires concerted, and 

mutually reinforcing investments in different areas whilst they generate a cumulative effect. An 

example of this type of project is the BRAC ultra-poverty graduation programme, which consists of 

concerted investments in health, asset transfers, and social protection with the goal of producing a 

‘big push’ in breaking the poverty trap (BRAC, 2018). Integrated rural development projects, which 

were common in the 1970s, are another example of this type of intervention (Masset, 2018). 

Finally, some interventions consist of multiple activities but do not have a unified programme 

theory. It is noted that a programme theory underlies all interventions, and that projects are 

‘theories incarnate’ (Pawson and Tilley, 2004). But this is not always true, as various projects are the 

result of a political compromise on the use of resources between the funder, the implementer, and 

the beneficiaries, in such a way that they comprise of many components, which are not necessarily 

linked to each other in a logical way. Home-grown school feeding programmes, whereby two 

distinct goals (feeding children and supporting local farmers) are brought together, are an example 

of this type of programme. The two goals are merged in the interest of providing benefits to 

different stakeholders at the same time, but there is no explicit underlying logic linking the 

provision of food to school children and sourcing the same food locally. Multi-country 

interventions, and development portfolios within a country also belong to this category of 

interventions. 

Why evaluate complex interventions? 

Three common approaches to evaluating complex packages of interventions are: 1) black box 

evaluations; 2) evaluations of single components of the intervention package; and, 3) no evaluation. 

In the first case, they produce results that have limited applicability outside the area of intervention, 

whilst in the second case they produce results that can mislead policy. In the third approach, 

researchers abandon the possibility of conducting an impact evaluation altogether. 
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Black box evaluations are the default approach to the evaluation of complex interventions. These 

evaluations assess the impacts of the intervention ‘as a package’ without investigating the 

mechanism producing the outcomes and the interactions between project components. Examples 

of this type of evaluation are the evaluations of the BRAC poverty graduation programme (Banerjee 

et al., 2015) or the evaluation of the Millennium Village Project (Mitchell et al., 2018). These projects 

feature multiple components that are designed to interact to produce synergistic effects. For 

example, in the BRAC poverty graduation programme, the beneficiary receives an asset transfer 

and a cash transfer to ease adverse conditions whilst they work their way out of poverty. In the 

Millennium Village Projects, farmers are trained and given free fertiliser to improve their crops, but 

they also have access to new health services that improve their productivity. Black box evaluations 

do not explore synergistic effects and how they operate. Evaluations of these programmes can 

therefore only recommend whether to continue the intervention ‘as is’ or discontinue it entirely. 

They do not inform how the programme could, or should be improved, or how to adapt it to 

different circumstances. 

Black box interventions are also poorly informative in the case of complicated projects with long 

causal chains. As the implementation of a project becomes more complex, this increases the 

number of choices implementers must make, and the variety of resulting possible outcomes in 

different contexts. Even an apparently simple project, like a cash transfer programme, requires 

making several choices; should transfers be given to mothers or fathers? Should they be in cash or 

kind? Should they be made weekly, monthly, or yearly? It is easy to think how these choices could 

lead to varying outcomes in different contexts. One main problem of black box evaluations of 

complicated interventions is therefore the lack of external validity; an issue to which we will come 

back in the next section when discussing the second CEDIL programme of work. Clearly, the more 

complex the intervention, the less likely its transferability to different contexts. 

It is also common to evaluate one component at a time in complex interventions, or to assume that 

the intervention consists of just one component whilst ignoring all others. In some cases, an 

attempt is made to add together evaluations of separate components to assess the impact of the 

whole intervention. This approach, however, can be misleading. To illustrate this, we borrow some 

simple notation from Ravallion’s discussion of the evaluation of ‘portfolio interventions’ (Ravallion, 

2015). For simplicity, imagine a programme consisting of just two components (x1 and x2) affecting 

some target outcome (y). The programme could be a conditional cash transfer intervention (x1) 

implemented together with a nutrition education component (x2) as in the well-known PROGRESA 

Mexican cash transfer programme. The intended outcome is increasing children school attendance. 

If we assume that the two components affect the outcome directly and independently, the impact 

of the intervention can be defined: 

 𝑦 = 𝛼 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝜖  (1) 

Evaluating one component at a time can be misleading even in the absence of interactions 

between components. Nutrition education can have a direct impact on school attendance to the 

extent that healthier children are less likely to miss school days because of illness. Attributing the 

impact of PROGRESA just to the cash transfer is not accurate and can overstate the impact of the 

transfer.  
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Evaluating one component at a time is even more misleading in the presence of interactions. In the 

PROGRESA example, nutrition education may encourage the use of more nutritious and more 

expensive food, so that a cash transfer may enable households to achieve a healthier and more 

expensive diet. The impact of the intervention with interactions is: 

 𝑦 = 𝛼 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥1𝑥2 + 𝜖  (2) 

in which the last term on the right is the impact of the two components being implemented 

together. Ignoring this interaction omits a central feature of how the programme works, leading to 

wrong inferences on the impact of each component. 

Issues related to the evaluation of complex interventions are too many to be discussed here, but 

we mention the following as examples of common challenges: identifying control groups when 

projects are implemented at a national level or across several countries; understanding how the 

programme works when activities are spread across many sectors, and carried out by different 

implementers; assessing impact when outcomes are many and there is no obvious way to consider 

them together; and, evaluating the cost-effectiveness of the intervention when outcomes are many. 

How to evaluate complex interventions? 

Several approaches have been suggested to evaluate complex interventions, though none of them 

is fully convincing or applicable to most evaluations. Factorial designs can address synergistic 

effects, but rapidly run out of statistical power for all but a small number of intervention 

components and their interactions. The Medical Resource Council guidelines for the evaluation of 

complex interventions (Craig et al., 2006) recommend experiments and quasi-experiments 

alongside rigorous process evaluations, which explain how an intervention works, unintended 

consequences, and causal mechanisms. A mixed-methods (qualitative plus quantitative) approach 

to evaluation (Jimenez et al., 2018) seems to be a minimum requirement to understand the 

operation of a complex intervention. 

CECAN (2018) recommends the following methods: qualitative comparative analysis, agent-based 

modelling, dependency models, and Bayesian updating and dynamic pattern synthesis. As seen 

above, certain methods were originally designed to analyse complex systems, rather than 

evaluating complex interventions, but they could be useful in some cases. In economics, complexity 

has long been researched both theoretically and empirically with a variety of methods: structural 

equation modelling, instrumental variables, and general equilibrium modelling. 

CEDIL is not prescribing which of these methods are to be used, but rather inviting innovative 

approaches to evaluate the impact of complex interventions. 
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5 Generalising and transferring evidence through mid-level 

theories 

In this section we discuss: 1) The fundamental problem of generalising and transferring evidence 

from evaluations; 2) What are mid-level theories? And, 3) How can mid-level theories inform impact 

evaluations? 

The problem of generalising and transferring evidence 

One of the goals of impact evaluations is to produce evidence to inform decisions in settings that 

are different from the one in which the intervention was originally implemented. For example, if an 

impact evaluation has found a significant impact of a school feeding intervention in a remote area 

of a poor country, will the same project have the same or a similar effect in another country? At 

another time? What can we expect if the project is scaled up at the national level? What is the 

impact if the intervention is modified? There is no simple answer to these questions, and in some 

cases, there is no answer at all. 

The results of an impact evaluation hold for a specific population, for a project with specific 

characteristics, when implemented in a particular way, and under the environmental conditions 

prevailing at a point in time. There is no guarantee that the same results will materialise in other 

settings, when the project is implemented in a different way, or if external conditions have 

changed. The higher the sensitivity of the results to project and population characteristics (and the 

larger the number of such characteristics) the less likely the results of one study will be transferable 

to other contexts. The complexity of an intervention, as previously noted, may imply limited 

generalisability or transferability. 

Generalising can be interpreted in two ways: 1) as the problem of finding some universal 

knowledge about the impact of an intervention (generalisability), and 2) as the problem of finding 

knowledge about the impact of the intervention in a particular case (transferability). To illustrate 

the point one can think of a universal project effect as the average of all possible effects in all 

contexts. The impact estimated by a single evaluation is then one sample realisation of the 

universal effect. A series of impact evaluations can show that an intervention works ‘in general’, in 

the same way a single intervention can show that an intervention ‘works’ for the average 

beneficiary. From a policy perspective, it is equally important to know whether the impact found in 

a single study, or in a number of studies, will also occur in another context. In most practical policy 

applications, we would like to know how a specific intervention would work, not in general, but in a 

given context. What is the impact evaluation from a single study telling us about the impact of the 

same project in a different context? 

The distinction between generalisability and transferability matters because the latter is far more 

likely to be achievable. A generalisable finding is one which is universally valid; it holds in all 

contexts. A transferable finding can be transferred from one setting to another. The transferability 

depends on which contextual factors matter for transferability and is therefore conditional on the 

presence of those factors. Contextual factors which do not condition the effect can vary (or not) – it 

does not matter. 
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The quality and rigour of a study does not improve alone its general validity. The results of a well 

conducted randomised control trial are silent on general validity as any other quasi-experimental 

study (Deaton and Cartwright, 2018). The statistical literature has developed several methods to 

address this problem. Multisite impact evaluations are one example of this approach. When one 

experiment is not sufficient to produce universally valid results, perhaps many experiments can be 

conducted in different contexts, and then the effects are summarised. Multisite experiments 

conducted in different contexts serve this purpose. For example, the multisite evaluation of the 

BRAC ultra poor poverty graduation programme, found that it works across a range of different 

contexts of implementation and populations (Banerjee et al., 2015). 

Though this type of study ‘proves’ whether an intervention works in general, it does not tell us 

what the likely impact of the intervention is in any specific context. Methods to explore the 

heterogeneity of impacts, and their extrapolation to different contexts, have been proposed and 

include meta-regression analyses and systematic reviews of evidence, statistical models exploring 

heterogeneity directly using multi-level modelling, or predictive models based on big datasets. 

These approaches come at a considerable cost, because they require a large number of impact 

evaluations, or sophisticated statistical methods. CEDIL accepts the validity or the applicability of 

these methods, but it proposes to complement them with the adoption of methods that are based 

on an exploration of the mid-level theory of a particular intervention. 

What is a mid-level theory? 

There is no standard definition of mid-level theory, and the term may take different meanings in 

different disciplines. Some general elements of a mid-level theory, can however, be identified 

(Pawson, 2000). A mid-level theory is not a methodology and is not an empirical regularity. It can 

be thought of as a ‘consolidation of explanations’ expressed in the form of ‘tendencies’ or 

‘mechanisms’. An example from sociology is the ‘reference group theory’ of Merton, who invented 

the term mid-level theory. Reference group theory postulates that people refer to particular groups 

of other people to make decisions, and to assess their own situation. Reference group theory does 

not explain all social behaviour, but can explain, for example, some typical spending behaviour. 

The attention to ‘mechanisms’ highlights the similarity of mid-level theory to realist approaches to 

evaluation. Indeed, the mechanism-context-outcomes approach, used in realist approaches to 

evaluation, is an operationalisation of mid-level theory. In realist evaluation (Pawson and Tilley, 

2004), the researchers aim to understand the process by which people act upon the resources and 

services offered (the mechanism), in a set of specific economic, social, and other characteristics (the 

context), which result in consequences, which are at times intended and at times unintended (the 

outcomes). 

One way of understanding mid-level theory, is as a theoretical model or explanation of events that 

lies between highly contextualised explanations of specific interventions, such as, for example, in 

the theory of change of a project, and grand social theorising (Davey et al., 2018). Being in the 

‘middle’, a mid-level theory does not explain everything, like grand social theories, but explains 

more than a specific theory of change.  

One way of conceptualising mid-level theories is therefore as nested models: 

 𝑦 = 𝑓(𝑥) nested in 𝑦 = 𝑓(𝑥, ℎ) nested in 𝑦 = 𝑓(𝑥, ℎ, 𝑧) (3) 
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The first model on the left-hand side is the most general model, which is valid for any project (h) 

and population (z) characteristic. The model on the right-hand side is the most fully specified 

model; it spells out how population and project characteristics may affect the success of the 

intervention, for example in a fully specified theory of change. The model in the middle is a mid-

level theory. The mid-level theory is implied by the more general model, but the reverse is not true. 

Similarly, the mid-level theory implies the fully specified theory of change, but the reverse is not 

true. A mid-level theory as defined above explains how a program works in a plurality of contexts, 

and therefore implicitly generalises. For CEDIL, mid-level theory has come to represent a renewed 

interest in the theory behind the intervention, rather than on its effectiveness.  

One example of how mid-level theorising leads to generalisation can be found in Cartwright and 

Hardie (2012) and draws on the evaluation of the Bangladeshi Integrated Nutrition Project (BINP). 

BINP was a complex nutrition intervention implemented by the World Bank in Bangladesh in the 

late 1990s, after the successful implementation of a similar project earlier on in Tamil Nadu. A key 

component of the intervention was the provision of counselling to mothers at periodic growth-

monitoring sessions, in which children’s height and weight were measured. Child growth lower 

than prescribed would trigger the provision of nutrition education advice on matters, such as 

breastfeeding and nutritious diets. In the evaluation of the intervention, White and Masset (2007) 

used an equation similar to (4) to assess the impact of the intervention: 

 𝑍𝑖 = 𝛼 + 𝛽𝑃 + ∑ 𝛾𝑗𝑋𝑗 + 𝜀𝑖
𝑘
𝑗=1   (4) 

in which the dependent variable 𝑍𝑖is the nutritional status of child i, P is the intervention, i.e. 

‘mothers’ counselling’, and the Xs are covariates determining nutrition and unaffected by the 

intervention, such as mothers’ baseline social status and education. The parameter 𝛽 identifies the 

impact of the intervention. Whilst the literature suggests that the project was successful in Tamil 

Nadu (𝛽 > 0), the authors found limited impact of the intervention in Bangladesh (𝛽 = 0). 

One possible explanation for the lack of impact in Bangladesh is that the populations in the two 

countries are vastly different and therefore are likely to respond differently to the same treatment. 

For example, families in Bangladesh could be much poorer than families in Tamil Nadu, hence 

unable to purchase the nutritious food recommended in the counselling sessions. In the absence of 

overlap between the covariates that mediate the impact of the intervention, the extrapolation of 

effects from one country to the other is not possible. 

However, a more fundamental reason for the absence of impact in Bangladesh could be the lack of 

effectiveness of the postulated mechanism (‘mothers’ counselling’), regardless of the covariates. 

Conceivably, in Bangladesh, mothers have no say about what food the family purchases and what 

the children eat. Indeed, the authors (White and Masset, 2007) found that the programme was 

particularly unsuccessful in families in which mothers and mothers-in-law were living together, 

presumably because in these more traditional families it is the mothers-in-law and husbands who 

make decisions about food expenditure and consumption. 

Nonetheless, note that if we were to replace ‘mothers’ counselling’ in P with ‘counselling the 

person with decision power in the household’, then equation (4) and the project may be found to 

work in both countries. ‘Counselling the person with decision power in the household’ is at a higher 

level of abstraction than ‘mothers’ counselling’. It is mid-level because it explains how children’s 

diets can be improved without specifying the details of which person in the family should be 

counselled. The person with decision making power in the family varies from one context to 
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another, and the project should be adapted to reflect this understanding of how the family 

dynamic operates.  

This is only one example of mid-level theorising and it is not meant to capture what a mid-level 

theory is. In this example, the mid-level theory was developed with the support of qualitative 

research in the field on relationships within households, and with exploratory data analysis, but 

other approaches to mid-level theorising are possible, as discussed below. 

How do mid-level theories inform impact evaluations? 

How can a mid-level theory be designed, and can it be tested with the data? As mentioned, mid-

level theory is not a research method or an empirical generalisation. The approach to formulate 

mid-level theories implies theorising and conceptualising how projects work. There is no ‘how-to’ 

guide to build mid-level theories.  

The goal of formulating a mid-level theory is primarily to ask the right questions. Evaluation 

questions should be framed at a sufficient level of generality to explain a range of phenomena. The 

identification of tools and methods to evaluate projects is of secondary concern. Mid-level theories 

can be developed with a combination of approaches including: reviews of evidence, such as the 

general theories of change that can be found in some systematic reviews; qualitative research on 

how projects work; exploratory data-analysis investigating the heterogeneity of impacts across 

populations and intervention characteristics; and, consultations with stakeholders, including project 

implementers, beneficiaries, and people involved in the intervention. 

Mid-level theories cannot be tested with the data and cannot be proved to be right or wrong. 

However, once formulated, its theoretical implications can be studied, observed empirically, and 

tested. Testing the implication of a mid-level theory will not lead to its acceptance or rejection, 

rather it will allow a refinement of the theory, and a better understanding of how the intervention 

mechanism works.  

The theory behind some types of new interventions, for example, humanitarian assistance and anti-

slavery projects, is relatively under-developed, so mid-level theorising in these under-researched 

thematic areas can be done through reviews of evidence, behavioural modelling, field observation, 

and stakeholder consultations. CEDIL intends to commission work both to elaborate how to 

develop and use mid-level theories, and work with applications to develop mid-level theories for a 

range of interventions of interest to DFID, such as support to elections. CEDIL is also interested in 

work which applies such approaches to develop and test ‘transferability frameworks’. 
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6 Promoting evidence use 

This section discusses what we know about the use of evaluation findings, what CEDIL will do to 

promote the use of evidence produced by the Centre, and to advance knowledge in the promotion 

of policy impact. 

What do we know about evaluation use? 

Informing policy is the goal of programme evaluation. Evaluations can influence policies in different 

ways. Two main uses of an evaluation are highlighted in the literature: instrumental and conceptual 

(see for example, Alkin et al, 2017, Cousins et al, 2002, and Nutley et al, 2008). In the instrumental 

use, evaluation results are used to make immediate decisions, for example, about discontinuing, 

modifying, or scaling-up an intervention. In the conceptual use, results of evaluations change 

policy-makers’ perspectives about a specific issue, or causal mechanisms, sometimes in the long-

term and in a subtle way. There is also a ‘process’ use of evaluation, which occurs whilst an 

evaluation study is implemented, rather than at the end of, the project. In the process use, an 

evaluation can improve the skills of project managers, and other stakeholders, and provide useful 

information whilst the programme is still ongoing (Herbert, 2014). There are also potential misuses 

of evaluations and ‘symbolic’ uses: when studies are undertaken to fulfil a requirement, or to 

validate decisions made (McNulty, 2012). 

Researchers have identified several factors associated with evaluation use. For example, Cousins et 

al. (1986) mention relevance, credibility, evaluation quality, communication quality, finding and 

timeliness, information needs, decision characteristics, political climate, competing information, 

personal characteristics, and commitment/receptiveness to evaluation. Johnson et al. (2009) include 

stakeholders’ engagement and evaluators’ competence. Conceptual frameworks of evidence use 

have been framed as ‘loose’ theories of change (Davies, 2016). Researchers often identify the main 

factors affecting evidence use, but without spelling out the how they operate, and without 

providing empirical evidence. Two CEDIL inception papers (Oliver et al., 2018, and Brown et al., 

2018) review the factors which affect policy uptake of research findings, and how this can be 

increased.  

Recent years have seen the emergence of knowledge brokering, and as a discrete activity within 

organizations created for this purpose. This is most evident in the What Works movement, that is 

the What Works clearing houses in the United States and the What Works Centres in the United 

Kingdom (see Gough et al., 2018, White, forthcoming and Gough and White, forthcoming) for a 

discussion. The What Works movement has developed evidence portals. 

White (forthcoming) distinguishes between evidence databases, platforms, portals, guidelines, and 

checklists. The former are collections of studies on a specific theme, such as the 3ie database as a 

collection of studies on the effectiveness of development interventions, and Epistimonikos on 

health. Evidence platforms are a collection of evidence resources, such as links to recent papers, 

blogs and relevant evidence collections including databases. Evidence portals, guidelines and 

checklists are evidence-based decision-making tools, which enable decision-makers to make 

decisions without having to consult the original research papers. They vary in the degree of agency 

given to the decision-maker. Portals, such as the Education Endowment Foundation’s Teacher and 

Learning Toolkit, make the evidence available to inform decisions. Guidelines, of the sort produced 

by the World Health Organization, make recommendations based on expert review of the evidence, 
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and checklists present a ‘just do this’ approach to key decisions in programme design or 

implementation. However, outside of health, these approaches have been little used in 

international development. 

How CEDIL will promote evidence use 

CEDIL identified three promising areas of research on evidence use: stakeholder engagement, 

making sense of evidence, and developing and testing communication methods. 

There is enough evidence to suggest that stakeholder engagement, under the right circumstances, 

can improve evidence use by policymakers (Oliver et al, 2018). Stakeholders make better decisions 

when they engage with research findings at an early stage, and early engagement favours research 

that considers stakeholders’ needs and interests. The influence of political factors, democratic 

processes, institutional mechanisms, values, and priorities is however not well understood. CEDIL 

will promote the formulation of new models of stakeholder engagement, which a) are based on a 

good understanding of the multiplicity of interests, attitudes, beliefs and institutional contexts of 

different stakeholders, and b) that operate a distinction between engagement with knowledge 

production and engagement with evidence use, as these obey to very different processes, and 

which explicitly takes into account the uncertainties in decision-making.  

Policymakers are often confronted by multiple sources of evidence. Evidence is rarely produced in a 

vacuum. There are often different types of evidence available for any specific issue and of different 

quality, and the perceptions of the quality of different pieces of evidence may also contrast. Various 

sources of evidence may provide conflicting recommendations on the same issue or can contradict 

other factors affecting evaluation use. There are no easy recommendations on how policymakers 

should navigate the available evidence and making sense of conflicting information. CEDIL will 

work at producing guidelines for policymakers on how to use evidence from multiple sources for 

informed prediction and decisions. The guidelines will take the form of ‘rules of thumb’ to make 

decisions easier, more systematic, and rational. 

Finally, CEDIL will promote the development of different communication methods in areas of 

importance to DFID. These may include evidence portals and the development of evidence-based 

guidance or checklists which were discussed above. Empirical studies assessing the effectiveness of 

different communication methods will also be supported under CEDIL. There is a sense that 

traditional dissemination methods are rather ineffective in influencing policy, and that approaches 

based on establishing networks and personal contacts (knowledge brokering) may be more 

effective (Brown et al, 2018). However, very little empirical evidence is available on the effectiveness 

of communication methods of different types. For example, Masset et al. (2012) conducted an 

experiment to assess the impact of a policy brief on readers’ beliefs and attitudes, but this type of 

study remains extremely rare. Finally, CEDIL will promote innovative empirical studies to generate 

evidence on what works in communications. 
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7 Conclusions and next steps 

The growth of impact evaluations has greatly contributed to our knowledge of what works, but 

important evidence gaps remain with respect to geography, themes, appropriate methods, and 

policy uptake. DFID supported the creation of CEDIL to fill these gaps. 

CEDIL is commissioning a series of studies to develop and test innovative methods of impact 

evaluation and evidence synthesis. These studies fall under three themes: evaluating complex 

interventions, mid-level theory, and better evidence use. The studies which are commissioned 

should be of relevance to DFID. This relevance is ensured by thematic and geographic focus, but 

this relevance is also ensured by inclusion of several evaluations of DFID programmes. 

CEDIL is a learning project. Each year it will host an annual event to highlight work in progress and 

the completed studies it has funded. Lessons-learned papers will be produced, as well as other 

products to support learning from, adaptation to, and adoption of CEDIL-supported methods. 

The current round of studies is the first phase of CEDIL, but the project intends to build on this 

body of work to contribute to advancing the practice of rigorous impact evaluations of 

development interventions. 
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